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Preface

There has been a resurgence of interest in artificial neural networks over the last
few years, as researchers from diverse backgrounds have produced a firm theo-
retical foundation and demonstrated numerous applications of this rich field of
study. However, the interdisciplinary nature of neural networks complicates the
development of a comprehensive, but introductory, treatise on the subject. Neural
networks are useful tools for solving many types of problems. These problems
may be characterized as mapping (including pattern association and pattern clas-
sification), clustering, and constrained optimization. There are several neural net-
works available for each type of problem. In order to use these tools effectively
it is important to understand the characteristics (strengths and limitations) of each.

This book presents a wide variety of standard neural networks, with dia-
grams of the architecture, detailed statements of the training algorithm, and sev-
eral examples of the application for each net. In keeping with our intent to show
neural networks in a fair but objective light, typical results of simple experiments
are included (rather than the best possible). The emphasis is on computational
characteristics, rather than psychological interpretations.  TO illustrate the simi-
larities and differences among the neural networks discussed, similar examples
are used wherever it is appropriate.

Fundamentals of Neural Networks has been written for students and for
researchers in academia, industry, and govemment who are interested in using
neural networks. It has been developed both as a textbook for a one semester,
or two quarter,  Introduction to Neural Networks course at Florida Institute of
Technology, and as a resource book for researchers. Our course has been de-
veloped jointly by neural networks researchers from applied mathematics, com-
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puter science, and computer and electrical engineering. Our students are seniors,
or graduate students, in science and engineering; many work in local industry.

It is assumed that the reader is familiar with calculus and some vector-matrix
notation and operations. The mathematical treatment has been kept at a minimal
level, consistent with the primary aims of clarity and correctness. Derivations,
theorems and proofs are included when they serve to illustrate the important
features of a particular neural network. For example, the mathematical derivation
of the backpropagation training algorithm makes clear the correct order of the
operations. The level of mathematical sophistication increases somewhat in the
later chapters, as is appropriate for the networks presented in chapters 5, 6, and
7. However, derivations and proofs (when included) are presented at the end of
a section or chapter, SO that they can be skipped without loss of continuity.

The order of presentation of the topics was chosen to reflect increasing
complexity  of the networks. The material in each chapter is largely independent,
SO that the chapters (after the first chapter) may be used in almost any order
desired. The McCulloch-Pitts  neuron discussed at the end of Chapter 1 provides
a simple example of an early neural net. Single layer nets for pattern classification
and pattern association, covered in chapters 2 and 3, are two of the earliest ap-
plications of neural networks with adaptive weights. More complex networks,
discussed in later chapters, are also used for these types of problems, as well as
for more general mapping problems. Chapter 6, backpropagation, can logically
follow chapter 2, although the networks in chapters 3-5 are somewhat simpler in
structure. Chapters 4 and 5 treat networks for clustering problems (and mapping
networks that are based on these clustering networks). Chapter 7 presents a few
of the most widely used of the many other neural networks, including two for
constrained optimization problems.

Algorithms, rather than computer codes, are provided to encourage the
reader to develop a thorough understanding of the mechanisms of training and
applying the neural network, rather than fostering the more superficial familiarity
that sometimes results from using completely developed software packages. For
many applications, the formulation of the problem for solution by a neural network
(and choice of an appropriate network) requires the detailed understanding of the
networks that cornes from performing both hand calculations and developing com-
puter codes for extremely simple examples.
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1.1 WHY NEURAL NETWORKS AND WHY NOW?

As modern computers become ever more powerful, scientists continue to be chal-
lenged to use machines effectively for tasks that are relatively simple for humans.
Based on examples, together with some feedback from a “teacher,” we learn
easily to recognize the letter A or distinguish a cat from a bird. More experience
allows us to refine our responses and improve our performance. Although even-
tually, we may be able to describe rules by which we can make such decisions,
these do not necessarily reflect the actual process we use. Even without a teacher,
we can group similar patterns together. Yet another common human activity is
trying to achieve a goal that involves maximizing a resource (time with one’s
family, for example) while satisfying certain constraints  (such as the need to earn
a living). Each of these types of problems illustrates tasks for which computer
solutions may be sought.

Traditional, sequential, logic-based digital computing excels in many areas,
but has been less successful for other types of problems. The development of
artificial neural networks began approximately 50 years ago, motivated by a desire
to try both to understand the brain and to emulate some of its strengths. Early
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